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Abstract—With the development of communication technology
and Internet of Things, Industrial Internet of Things (IloT)
is proposed in the automation industry for complex scenarios.
Blockchain is applied in IIoT to solve data security and privacy
issues related to centralized data storage and processing. How-
ever, there are inevitably performance issues with throughput
constraints when blockchain manages large amounts of device
data. This paper proposes a blockchain-supported performance
optimization framework for IIoT systems using deep reinforce-
ment learning (DRL) methods. We model the blockchain perfor-
mance optimization problem as a Markov decision process that
optimizes the blockchain’s throughput by dynamically adjusting
the block size and interval through DRL while satisfying security
constraints. We use the double deep Q-network (DDQN) to deal
with the dynamic and complexity of optimization problems due
to the heterogeneity of equipment and diversified requirements.
We also alleviate the overestimation problem caused by DQN.
Meanwhile, we study the impact of the number of network layers
and different activation units on the performance optimization
method in DDQN. Finally, we prove that our work is feasible and
effective through the case study based on actual IIoT scenario
datasets. Experimental results demonstrate that our proposed
scheme enhances blockchain performance in IIoT systems. The
detailed qualitative comparison with related work demonstrates
the superiority and innovation of our work and proves that it
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improves the shortcomings of existing work.
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I. INTRODUCTION

LOCKCHAIN is a new distributed computing and stor-

age paradigm that stores transaction information using
a time-stamped chain structure [1], [2]. As an emerging
technology, it solves the problems of trust building and privacy
protection in complex production environments with multi-
organization participation at a low cost based on the results
of multiple technology research. It has been widely used in
industry [3], smart cities [4], electronic transactions [5], intel-
ligent transportation [6], energy/public utilities [7], healthcare
[8], and other fields, and has become a research hotspot in
recent years. It can be seen that the value and development
potential of blockchain technology is that it is widely used in
multiple fields.

With the emergence of the Internet of Everything concept,
Internet of Things (IoT) technology has become a major
research focus, attracting significant attention from academia
and industry. The global number of IoT devices is expected
to increase from 8.74 billion in 2020 to over 25.4 billion by
2030 [9]. As the number of IoT devices grows, the amount
of data generated is increasing exponentially. Among these
technologies, the Industrial Internet of Things (IloT), a key
application of IoT in the industrial sector, plays a crucial role
in driving industrial development.

The development of network communication technology
and IoT technology has led to an increasing number of IloT
devices, and there are various security attacks in the IoT,
which requires a large amount of data to be stored, shared and
calculated securely. This raises the issue of data security and
processing efficiency for IIoT applications. The rapid growth
of the IIoT requires a secure and reliable infrastructure to store
and share massive amounts of data. Fortunately, blockchain
technology’s ability to build trust in untrusted environments
[10] makes it promising to solve problems mentioned above in
the IIoT. As an open, decentralized, distributed, and immutable
ledger [11], blockchain has been widely used in the IIoT to
ensure data security and privacy [12]-[14]. Its decentralized
characteristics solve the security risks and high latency prob-
lems caused by the centralized storage and data processing in
the traditional IIoT [15].

However, while blockchain improves the reliability and
security of the IIoT, the growth in the number of devices makes
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the performance bottleneck of blockchain systems increasingly
apparent. Blockchain performance has become a key issue
for blockchain as a common platform for different services
and applications. Although blockchain has been applied to
various distributed application scenarios such as IIoT, smart
grid, Internet of Vehicles (IoV), medical health, and content
distribution networks [16]-[21], most applications expect high
transaction throughput performance and low latency trans-
action confirmation. Therefore, it is necessary and vital to
develop an intelligent, self-organizing optimization scheme to
optimize the performance of the blockchain.

Blockchain essence as a distributed ledger mainly used to
record a variety of transaction data or other data after the gen-
eralization of transaction records; its latency and throughput
are the keys to optimizing the performance of the blockchain.
For example, in a networked vehicle scenario, where fast
vehicle decisions are needed to reduce traffic jams or accidents
[22], blockchain is required to guarantee low latency and high
throughput. In a distributed power trade scenario, blockchain
requires low latency to quickly complete power transactions
without the high throughput needed in the IoV.

There have been studies that typically use off-chain, on-
chain, traditional deep learning methods, and DRL methods to
optimize blockchain performance. Among them, deep learn-
ing is a new technology. Still, it is difficult for traditional
deep learning models to obtain dynamic optimal solutions to
optimize the performance of blockchain systems in specific
scenarios. Reinforcement learning (RL) is used to solve dy-
namic selection and control problems by maximizing agents’
long-term rewards by interacting with the environment [23].
The traditional model-based policy iteration and value iteration
methods are limited to some extent by the size of the state
space and action space, so they can not complete the RL task
well in the IIoT scenario. DRL combines RL with deep neural
networks and becomes the primary method to solve complex
dynamic programming problems and dynamic optimization
problems of multiple state spaces [24].

In DRL, rapid developments in recent years have provided
powerful tools and methods for solving complex problems.
DRL algorithms have achieved remarkable results in dealing
with highly dynamic and uncertain environments. DQN, which
has attracted much attention as a combination of the strengths
of deep learning and RL, offers agents the possibility to learn
excellent strategies in complex tasks. However, while DQN
is outstanding at tackling complex, challenging problems, its
performance is still affected by the network structure. Our
research examines the impact of different network layers
and activation units in Double Deep Q-Network (DDQN) on
blockchain performance optimization. The motivation for this
focus is that by deeply understanding the role of network
structural parameters, we can better adapt the model to the
needs of a specific task, thereby improving its performance
and generalization.

Although the current DRL-based blockchain performance
optimization schemes [25]-[33] all adopt the DRL method
to optimize the blockchain performance, the following three
problems exist:

1) The overestimation of the Q-value that exists in the DRL

method is not taken into account.

2) No research has been done on the impact of the network
structure of DNNSs in the DRL on performance optimiza-
tion.

3) The actual scenario dataset is not used.

In a nutshell, the contributions of this paper are summarized
as follows.

e We propose a DDQN-based method for dynamically
selecting block sizes and adjusting block intervals to
optimize blockchain throughput. DDQN fully inherits all
the advantages of DQN and alleviates the overestimation
problem.

« We study the influence of the number of network layers
and different activation units in DDQN on the perfor-
mance optimization method. Previous studies only used
DRL methods to optimize the performance of blockchain
systems. Still, they did not consider the impact of the
network structure in the selected method on performance
optimization.

o The experimental results show that our scheme has
effective convergence and can improve the blockchain
performance. Most previous studies did not consider the
verification of blockchain performance optimization in
real-world application scenarios. We combine with actual
data in IToT scenarios to verify the effectiveness of our
method.

The rest of this article is structured as follows. Section II
introduces the research background of blockchain performance
optimization and discusses the related work. Section III pro-
vides a general presentation of the proposed approach, limit-
ing technical formalisms. We introduce the proposed system
model in Section IV. Section V discusses the expression and
solution of the joint optimization problem with the DDQN
method. The performance of the proposed method is evaluated
through simulations in Section VI, including a case study with
two real scenarios. Section VII concludes this paper and looks
forward to future work.

II. RELATED WORK

This section will briefly review the work related to IIoT
systems powered by blockchain technology. Then, we sum-
mary and analyze the work related to blockchain performance
optimization. In addition, some work related to DRL-based
blockchain IIoT systems is discussed to provide some neces-
sary background and introduce the motivation for our work.

A. Blockchain-Enabled IloT

Blockchain-based Industrial Internet of Things (IIoT) has a
broad research prospect, as it leverages blockchain technology
to streamline the circulation and control of data within IIoT
systems, thereby promoting the flow of data elements and
value conversion. There are many IloT devices supported
by blockchain technology, and the normal operation of these
devices will affect the whole system. In recent years, with
the emergence of blockchain, the application of combining
blockchain with the IoT has received extensive attention and
research.
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Blockchain’s features of preventing tampering and decen-
tralized consensus mechanisms can solve the security prob-
lems in IIoT systems. Shen et al. [34] proposed a blockchain-
assisted cross-domain IIoT secure device authentication mech-
anism using consortium blockchain to establish trust between
different domains. Z. Li et al. [35] implemented an energy
trading system based on consortium blockchain, but for power-
constrained IoT devices, there is an overload problem for
power-constrained IoT devices. Misra et al. [36] proposed
integrating heterogeneous IoT edge devices into blockchain
nodes to extend distributed security features to resource-
constrained IoT. To ensure that sensors upload data securely
and reliably, Volker et al. [37] proposed a lightweight com-
munication protocol based on blockchain. They combined it
with distributed features to enhance the security of wireless
sensor systems. Liang et al. [38] study focused on secure
data transmission techniques for blockchain to achieve reliable
transactions based on the power blockchain sharing model.
Zhang et al. [39] proposed an authentication system archi-
tecture based on blockchain networks to solve the problem
of fast authentication and collaborative sharing among IIoT
networks and showed through experiments that blockchain can
realize trust and cooperation among multiple subjects in IIoT
scenarios.

In summary, blockchain-enabled IIoT can enhance system
utility by improving overall system security and data relia-
bility. Blockchain can drive a highly reliable and transparent
smart IIoT with secure, verifiable data.

B. Blockchain Performance Optimization

In scenarios where IloT resources are limited, compute
and storage resources are limited per node, so there are
performance bottlenecks when applying blockchain to IIoT.
In addition, due to the block size and block time limitations,
the transactions that can be processed by the blockchain in
a certain period of time are fixed, which does not fit most
transaction scenarios. At present, the performance optimiza-
tion research of blockchain mainly focuses on redesigning the
blockchain, storage optimization, sharding, and deep learning
methods to achieve performance enhancement or improve-
ment.

To address the challenges of blockchain systems in IIoT, J.
Huang et al. [19] redesigned the blockchain structure. They
proposed a blockchain with a directed acyclic graph structure
based on the IIoT credit consensus mechanism for power-
limited IoT devices, reducing consensus power consumption
and improving system throughput.

Although blockchain performs well in privacy protection,
storing a large amount of data on blockchain reduces the stor-
age efficiency and exacerbates the blockchain bloat problem.
To address the privacy issue in data sharing, Lu et al. [40]
designed a secure data-sharing architecture with distributed
multiple parties authorized by a blockchain using federated
learning to store learned models in the blockchain to improve
storage efficiency and protect data privacy. Abdella et al. [7]
implemented a Peer-to-Peer (P2P) energy trading system based
on the blockchain through the Istanbul byzantine fault-tolerant

consensus algorithm with better scalability, success rate, and
security of the blockchain-based P2P energy trading system.

The use of state channel techniques to optimize the per-
formance of blockchain is more prevalent, and the work [41]
proposes a state channel network optimization architecture to
improve the scalability of blockchain. In addition, there is also
a study [42] that reduces the number of necessary blockchain
interactions to improve blockchain scalability in blockchain-
based decentralized power transactions by using state channel
techniques. The paper [43] proposed a cross-chain data migra-
tion model based on the blockchain island problem to optimize
blockchain performance regarding blockchain data sharing.

Segmentation technology reduces node load by giving dif-
ferent parts of the blockchain to various subsets of nodes for
processing to improve blockchain throughput and optimize
blockchain scalability. Huang et al. [44] propose a segmented
reorganization scheme based on the new data structure, which
enhances the efficiency of segmented reorganization while
guaranteeing the security of the segmented blockchain. Elas-
tico [45] divides the transactions into different slices, and each
slice is verified in parallel by a different collection of nodes.
However, the sharding technique is limited by improving
throughput while needing to ensure blockchain security and
has difficulties in applying it to IIoT scenarios with large-scale
characteristics.

Deep learning approaches should not be ignored, Wang
et al. [46] used temporal convolutional networks to predict
blockchain transaction arrival rates and proposed a blockchain
performance optimization framework to train blockchain per-
formance prediction models. Although predicting blockchain
parameters through deep learning regression to optimize
blockchain performance can effectively complement existing
research results, such methods are limited by the quantity
and quality of data, leading to additional data collection and
processing costs.

Based on the above research, we find that blockchain
parameters, network latency, read/write efficiency, consensus
speed, interaction mechanism, security, etc., all impact the
blockchain system’s performance. In this paper, we optimize
blockchain performance in combination with IIoT scenarios to
promote a better practical application of blockchain.

C. Blockchain-Enabled IloT With DRL

RL belongs to a type of machine learning, different from
supervised and unsupervised learning, in which an intelligent
body continuously interacts with its environment (i.e., takes
actions) and thus receives rewards to constantly optimize its
action strategy in anticipation of maximizing its long-term
payoff (sum of rewards). DRL models the action value func-
tion in RL with the help of deep learning methods to achieve
the optimal optimization strategy and maximize the long-term
reward. DRL can solve large-dimensional and complex prob-
lems by combining it with deep neural networks. Therefore,
DRL can be used to optimize blockchain performance in IIoT
systems.

Liu et al. [25] used a DRL approach in the IloT scenario
to optimize blockchain scalability as much as possible with-
out affecting other performance metrics of the blockchain.
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However, not all IIoT systems need to obtain high throughput
while ensuring other metrics. Liu et al. [27] dynamically select
block producers and adjust block parameters to maximize the
transaction throughput of the blockchain through DRL based
on the IoV scenario.

Yang et al. [30] proposed an IloT framework for blockchain
and Mobile Edge Computing (MEC) integration using DQN
to optimize device energy efficiency and system computation
overhead. Gao et al. [28] investigated the task scheduling
problem for IoV and proposed four DRL algorithms to solve
the task scheduling problem by skillfully combining trans-
actional scheduling with block assembling. Ning et al. [47]
solved the task scheduling problem through a multi-objective
optimization problem to minimize the delay of the ITS system
and maximize data security and user utility.

Feng et al. [31] proposed a blockchain-enabled MEC frame-
work to optimize the computation rate of the MEC system and
throughput of the blockchain system through a multi-objective
function. Abegaz et al. [48], to solve the resource trading
problem in multi-drone-assisted IIoT, proposed an intelligent
resource trading framework integrating multi-intelligent DRL,
blockchain and Stackelberg gaming to manage a dynamic
resource trading environment.

Zhang and Yu et al. [49] proposed a Trust-based DRL-
driven framework for sharded blockchain in IoT, addressing
scalability and security. The framework employs deep rein-
forcement learning to optimize node allocation and counter
collusion attacks, enhancing throughput while safeguarding
network security. Zhang and Lin et al. [50] proposed PBRL-
TChain, a permissioned blockchain optimized for time-critical
IoT applications. They used deep reinforcement learning to
implement priority ordering, fast retransmission, and dynamic
adjustment methods that significantly reduce latency and en-
hance reliability.

None of the above studies have considered the over-
estimation problem of DQN. High dynamics and large di-
mensionality characterize blockchain-based IloT systems sup-
ported by blockchain, and relying only on DQN methods may
result in sub-optimal performance. Therefore, this paper uses a
DDQN framework to address the blockchain performance op-
timization problem and mitigate the over-estimation problem
in DQN. Table I summarises the characteristics of the work
in the related work.

ITII. APPROACH
A. Approach Overview

Before discussing the model and algorithms in detail, let
us first consider two specific application scenarios to illustrate
a simple yet highly significant example. The application of
blockchain in IIoT is often significantly influenced by the
business factors of different IloT scenarios. However, the
performance settings of traditional blockchain systems are
typically static and cannot flexibly respond to these sce-
nario changes. This limitation makes it challenging to ensure
processing efficiency in highly dynamic and complex IIoT
environments. From a practical perspective, it is crucial for
the performance of blockchain systems integrated into IIoT to

TABLE I
THE SUMMARISES OF THE RELATED WORKS
Works | IIoT | Blockchain | Performance Optimization | DRL
(34] 4 v X X
[35] v v X X
[36] v v X X
[37] v v X X
[38] v v X X
[39] v v X X
[19] v v v X
[40] v v v X
(71 4 v v X
[41] X v v X
[42] X v v X
[43] X v v X
[44] X v v X
[45] X v v X
[46] X 4 v X
[25] v v v v
[27] v v v v
[30] v v v v
[28] 4 v X v
[47] v v X v/
[31] v v v X
[48] v v X X
(49] v v/ v v
[50] v v v v

be dynamically adjustable according to the specific demands
of different scenarios.

In intelligent transportation, traffic sensors, cameras, and
other devices collect real-time road traffic information and ve-
hicle behaviour data. During peak hours, the rate of data gen-
eration increases dramatically, requiring blockchain systems to
process many transactions quickly. If the blockchain is unable
to adjust performance parameters based on traffic conditions
dynamically, it can lead to delays in data processing, resulting
in traffic congestion.

In a smart grid, power usage data and generation informa-
tion need to be continuously recorded and analyzed to achieve
dynamic load balancing of the grid. As weather and electricity
consumption patterns change, transaction volumes fluctuate
significantly, especially during peak transaction periods. The
blockchain system must be able to dynamically adjust the
block size and interval based on the current transaction load
to ensure timely power dispatch and system stability.

Therefore, we are interested in the key question: “In a given
state, what is the optimal block size and interval to process
<IIoT data transaction>efficiently?” We use the DRL method
to address this, which continuously observes the system state
and performs corresponding actions to obtain a reward value.
By maximizing this reward, the DRL model provides the best
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blockchain performance parameters from possible answers,
such as {block size=6MB, block interval=8s}. Through this
approach, we can significantly enhance the performance of
blockchain systems in IIoT applications, enabling them to
effectively adapt to varying transaction loads across different
scenarios, thereby ensuring processing efficiency and system
security.

B. A Running Example

To better illustrate the workflow and interaction of the
different components in the proposed blockchain-based IIoT
system, we will walk through an example involving a smart
grid application within an IIoT environment. Imagine a smart
grid system where multiple households and industrial facilities
generate and consume electricity. Each household and facility
has smart meters that monitor electricity usage and genera-
tion. These smart meters regularly collect data on electricity
consumption, generation (from renewable sources like solar
panels), and any excess energy sent back to the grid.

1) Data Collection (IIoT Facilities and Users Layer):
Each smart meter in the system collects data on electricity
usage and generation in real-time. For instance, House-
hold A generates 10 kWh of solar energy and consumes
8 kWh, resulting in an excess of 2 kWh. The smart
meter stores this information and periodically prepares
to upload it to the data aggregator.

2) Data Aggregation (Data Aggregation Layer): The
smart meters from multiple households and industrial
facilities send their data to the local data aggregator.
For example, the aggregator for a specific neighbourhood
receives data from all smart meters in that area, including
the 2 kWh excess energy data from Household A. The
aggregator processes and packages the data to reduce
the volume and enhance security before sending it to
the blockchain system. This reduces the communication
load on the blockchain network and ensures only relevant,
aggregated data is transmitted.

3) Data Transmission and Verification (Blockchain Sys-
tem Layer): The packaged data from the aggregator is
sent to the blockchain system for verification and record-
ing. Using the PBFT consensus protocol, the blockchain
randomly selects some consensus nodes to validate the
transaction. The selected node verifies the integrity of the
data (e.g., confirming that the 2 kWh surplus reported by
Household A is accurate) and, if valid, includes it in a new
block. Once verified by other nodes, the block is added to
the blockchain, ensuring an immutable transaction record.

4) Optimization (DRL Agent Layer): The DRL agent
monitors the system’s performance, such as the time
it takes to verify and add a block to the blockchain
and its overall security. If the agent detects that the
system is experiencing delays (e.g., due to a surge in
transactions), it dynamically adjusts parameters like block
size or interval to optimize performance. For instance,
it might reduce the block interval during peak hours
to ensure faster processing of transactions. Over time,
the DRL agent learns the optimal settings for different

conditions, ensuring that the blockchain system remains
efficient and secure even as transaction volumes fluctuate.

C. Markov Decision Processes

In short, Markov Decision Processes (MDPs) are a cyclic
process in which an agent interacts with the environment by
continuously taking actions to change its state, obtain rewards,
and interact with the environment. MDP can be expressed as
M =<8, A, Ps a R,v >, where S and A represent a limited
set of states and actions respectively, Ps, a(s’|s, a) represents
the probability of taking action a in state s to transfer to a
new state s’, R(s,a) represents the immediate reward after
the agent takes action a, y€ (0, 1] represents the discount
factor, which is a constant. The solution process of MDP
is the process of finding the optimal strategy to maximize
future returns. The solution process can be divided into two
steps: prediction and action. The prediction step evaluates
the corresponding state value function and state-action value
function through the given strategy, and the action step selects
the optimal action corresponding to the current state based on
the value function.

D. Deep Reinforcement Learning

The core concept of RL lies in learning to learn, in other
words, mapping situations to behaviours to maximize reward
signals. DRL combines deep learning with RL and is an
effective method for achieving optimal optimization strategies
and maximizing long-term rewards.

Given an action in MDP, there is an action-value function
based on the state and the expected payoff of the action.DRL
is an iterative value-based approach that generally evaluates
actions in different states utilizing an action—state value func-
tion, as shown below.

QF(S,G) = ETNW[R(T) I S() =S, A() = a]

= ]EAf,NTI'("St,) Z’th(Stht) | S() = S,AO =aqa
t=0
(D

where E 4, x(.|s,)[*] denotes the mathematical expectation,
and ~ is a discount factor that weighs short-term rewards
against future rewards. R(S;, A;) is the short-term reward
for time period ¢ under strategy m. The agent will iterate the
action-state values based on (1), where « is the learning rate,
and max, Q(s’,a’) is the maximum action-state value in the
new state.

Q™ (s,a) = Q(s,a) + [r(s,a) + yn?xQ(s/ﬂ/) —Q(s,a)
(2

IV. SYSTEM MODEL

In this section, we will introduce the architectural model of
the proposed blockchain-based IloT system.

Authorized licensed use limited to: Yunnan University. Downloaded on November 27,2024 at 04:51:26 UTC from |IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Network and Service Management. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TNSM.2024.3499746

JOURNAL OF KTEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021

Block i+l Block i+2 ® TN
Header | | TTF=1 Header TTF=2 | ("Header N
Record i ﬁj | Blockchain Node
Bize=50 Bgize=150 () o A
Performance . A Transmission base station
-—— 7’ Y

Optimization
-

Action

Lo
@go I/
" \
<

Reward

State

RL Agent
(DDQN)

Fig. 1.

Structure of the proposed system model.

A. System Overview

As shown in Fig. 1, the system model consists of four parts:
1) the IIoT device and user layer; 2) data aggregation layer;
3) blockchain system layer; and 4) DRL agent. Our proposed
four-part model is described as follows. Fig. 1 illustrates
the complete architecture of the proposed blockchain-based
IIoT system, detailing the interactions between the various
layers. The figure emphasizes the flow of data from IIoT
devices to the blockchain system, highlighting the role of
data aggregators in managing communication and ensuring
efficient data processing. Additionally, it depicts the role of
the DRL agent in optimizing system performance through real-
time adjustments based on incoming data and current system
states. The role of each component in Fig. 1 is described in
detail below.

B. loT Facilities and Users Layer

This layer is mainly composed of IIoT devices and users;
according to the different application scenarios in the IIoT,
this layer is distributed with many IIoT devices, such as smart
grid equipment, intelligent transportation equipment, smart
medical equipment, and so on. These smart device terminals
collect and store data in various formats, such as pictures,
videos, and documents, through photoelectric devices, sensor
devices, etc., and complete data sharing through the IIoT
network. We assume that these different categories of devices
are subsystems, and these devices regularly upload data to the
aggregator. Then, the aggregator completes the data aggrega-
tion and packaging upload to the blockchain system for data
consensus and storage.

Aggregator

«———  Consensus process

—>  Transaction data storing
———  Transaction data aggregation
—>

Transaction data sharing

Blockchain System Layer

I I
I J

Smart
securi

C. Data Aggregation Layer

Each IIoT subsystem has its corresponding data aggregator,
and each data aggregator receives various IloT data from the
local subsystem. Data aggregators can reduce the transmis-
sion consumption of direct communication between terminal
devices and the blockchain system and alleviate the access
pressure and potential security risks caused by the direct inter-
action of massive terminal devices with the blockchain system.
This decoupled architectural pattern reduces the operating load
of IIoT devices with low power consumption and limited
computing resources and improve the stability of blockchain-
enabled IIoT systems.

Let the subsystem set be C = 1,2,...,.5, then the set of
data aggregators can be expressed as C* = C = 1,2,...,S.
Data aggregators collect IIoT data from corresponding sub-
systems. The load and computing power of each data ag-
gregator can be denoted by: E(t) = (e1(t), ea(t), ..., es(t))
and C(t) = (e1(t), c2(t), ..., cs(t)). After data processing or
encapsulation, the aggregator transmits the unverified data to
the blockchain system.

D. Blockchain System Layer

The blockchain system layer mainly completes the task
of block generation and block consensus. In a blockchain-
supported IloT system, this paper assumes that there are
n consensus nodes in the blockchain system, expressed as
N = {1,2,...,n}. The block size is Bsj,e (MB), and the
block interval is Biyerval (8). The consensus node is responsible
for verifying the data submitted by the aggregator and then
records the verified blocks on the blockchain. For IIoT devices
with limited computing resources, consensus protocols such
as PoW and PoS have poor compatibility with application
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scenarios. They cannot provide large system throughput to
meet the needs of IloT systems. Therefore, the blockchain
system layer adopts PBFT, widely adopted by Hyperledger,
EOS, etc., as a consensus protocol.

Initially, the aggregator forwards unverified transaction data
and verification requests to the blockchain system. Upon
receiving the data, the blockchain system randomly assigns a
node as the primary validation node to complete the validation
of transaction block data and information. Specifically, the
primary node verifies the block’s signature and Message
Authentication Code (MAC). If the information is successfully
verified, the block is considered valid. Subsequently, the
signatures and MACs of each transaction within the block are
further verified.

E. RL Agent(DDQN)

The primary objective of DRL agents is to find the optimal
mapping between states and actions that leads to maximum re-
wards. The agent utilizes available state samples and computes
estimated rewards achievable by taking action from the state.
The DRL agent used in this article is DDQN. DDQN optimizes
system performance by dynamically adjusting block size and
interval parameters. The agent continuously learns the opti-
mal state-to-action mapping, thereby maximizing long-term
rewards and ensuring that the blockchain operates efficiently,
even under varying load conditions.

V. PROBLEM DEFINITION AND SOLUTION
A. Performance Analysis Indicators for Blockchain

Blockchain systems are decentralized distributed ledgers,
and developers will always encounter Mundellian Trilemma
when building blockchains. The blockchain in the application
process faces scalability, security, and decentralization and
can only sacrifice one party to meet the other two parties.
In combination with the above theorem, we mainly consider
the following attributes when analyzing the performance of
the blockchain.

1) Scalability: Scalability is vital in blockchain applica-
tions. A well-scalable blockchain platform can efficiently
handle the high volume and fast transactions generated by
different users. Transaction per second (TPS) refers to system
throughput and is one of the most important indicators to
measure the performance of a blockchain system. The higher
the TPS, to a certain extent, the more stable the performance
of the blockchain system. If the TPS is too low, it can easily
cause network congestion.

Generally, the TPS of a blockchain system is calculated as

follows:
TPS — Numberiransactions (3)

szeresponse

where Numberirqnsactions represents the number of trans-
actions, and Time,csponse Tepresents the response time to
process the transaction.

Three main parameters affect system throughput in a
blockchain system: block size, block spacing, and transaction
size. Where the block size represents the maximum number of
transactions that can be stored in the block, the block interval

represents the time required for new blocks to be generated;
that is, the block time and the transaction size represent the
size of each transaction stored in the block.

Thus, the transaction throughput of a blockchain can be

denoted by:

BSize/TSizeJ

w(r) =L @

BImerval

where Tsi,e is the average transaction size, and DBsj, and
Binervar are the block size and the block interval (the av-
erage time required to produce a new block) at time slot
t,respectively.

Through the above formula, we find that the throughput of
the blockchain system can be improved by increasing the block
size or reducing the block time and transaction size, thereby
optimizing system stability and availability.

2) Latency: In deep learning, latency refers to a model’s
time to process a single data unit. In blockchain, latency
is the time it takes for the network to verify and execute
transactions to store the information on the blockchain. This
article represents blockchain latency using finalization latency
(LTF/TTF). LTF measures the minimum time required to
write irreversible transactions in the blockchain. Typically,
transaction processing consists of two phases: block generation
and block verification. Therefore, the LTF of a transaction
consists of the block generation time and the block verification
time.

Let T, (t) represent the time cost of the consensus process.
We divide the consensus process into two parts: message
propagation and message verification. Message verification
consists of signature verification, message authentication codes
(MACs) generation, and MAC verification. Then, the delay of
the consensus process in time slot t is denoted by:

Te(t) = Tr(t) + T.(1) (5)

where Tr (t) and T, (t) represent the message propagation
time and the verification time in time slot ¢,respectively.
Therefore, TTF is represented by

Tiatcncy (t) - Tc(t) + TI (t)v

where T, (t) and T7 (t) are the time spent in the consensus
process and the time spent in producing a block, respectively.

IIoT systems often want low latency, so a single block
should be written to the blockchain over multiple consecutive
block intervals. At the same time, to meet the blockchain’s
finality, the delay should be smaller than the block gener-
ation cycle. Therefore, TTF needs to satisfy the following
constraints:

TI (t) - Blnterval (6)

CZ—‘la‘cency (t) S 5 : TI (t)a

where ¢ represents the number of block intervals required for
the final confirmation of the transaction.

£€>1 )

B. Modeling Optimization Problem using MDP

To maximize blockchain performance in IIoT scenarios,
joint decision-making on representative parameter adjustments
that affect blockchain performance is required. We use DRL
to solve the joint optimization problem. Therefore, the joint
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optimization problem needs to be expressed as an MDP
consisting of system state, system action, and reward function.
The specific expression is shown in the Fig. 2.

>

| At+1

o

t l Action
Block Size
Block Interval

reN
o
State
Average Transaction Size

Transmission Rate
Computation Capacity

‘ | s,

R, Reward
System Throughout

S‘MRt

Fig. 2. MDP formulation of joint optimization problem.

1) State Space: The arrival of new transactions in the
blockchain system follows the Poisson point process. The
Poisson point process is a continuous-time random process
whose state may change at any time. The agent learns experi-
ence and updates decisions by observing the state at each time
slot.

This article expresses the system’s state at each discrete time
element ¢t (t = 1,2,3,...,7) as S®. S is defined as the
set of average transaction size, aggregator transmission rate,
aggregator computing power, and transaction arrival rate.

S(t) = [TSizen M, 0, TR](t) (8)

where Tgi,. represents the average transaction size, u repre-
sents the transmission rate between the aggregator and the
blockchain system, o represents the computing power of the
aggregator, and T’r represents the transaction arrival rate.

2) Action Space: Through the previous definition of
blockchain performance analysis, we can find that block size
and block interval are important performance parameters of
the blockchain system. Therefore, we define the action space
at decision time ¢ as

-A(t) = [BSizm TI] ®

)
According to the limits fractional method, the block size Bsize
and block interval T respectively decisions are respectively
given by

Bsize(t) € [1,2, ..., Bsiz] (10)

Y

where Bs,-ze and T are the block size limit and the maximum
block interval, respectively.

3) Reward Function: Optimization goals are achieved by
maximizing long-term rewards. We define the reward func-
tion as maximizing transaction throughput while ensuring the
finality and security of the blockchain system.

The consensus protocol mainly ensures the security of the
blockchain system in the IIoT scenario. Among many consen-
sus protocols, the consensus protocol that can better support
a more significant number of power-limited IIoT devices is
PBFT. The PBFT consensus mechanism only requires some

TI(t) € [0.5,1,...,T1]

participants to be honest nodes to ensure the system’s security
under all network conditions [S1]. To ensure the security of
the blockchain system, for a single chain using the PBFT
protocol, the number of malicious nodes f and the total number
of verifiers v must satisfy

3f+1<N, (12)

Therefore, the number of malicious nodes f should satisfy the
following constraints.

N—lJ (13)

<Nm7 Npy = | ——
f< ~

where N,,, denotes the maximum number of malicious partic-
ipants that the system can tolerate.

When the system security and delay constraints are met, the
reward function can be denoted by

Q(S, A)
subject to:
(C1): Tlatency(t) <E-Tr(t), §€>1

-

where (S, A) is the long-term reward of the system.
The instant reward R(t) is defined as follows

U (t), if Cl, C2 are satisfied
0, otherwise

max
A
(14)

(CQ)ZfSNma Nm:

R(t) = (15)

In summary, long-term incentives can be denoted by

o0
QS.4) = | Y p'R(®) (59, AV) (6)
t=0
The above equation weighs immediate and future rewards
by a discount factor p € (0, 1].

C. Solving Optimization Problem via DDQON

Adding deep neural networks to DRL improves the ability
to handle complex, large-dimensional problems compared to
previous RL methods. Previous traditional methods have had
difficulty solving the uncertainty problems existing in the
complex environment of IIoT, and DRL can better deal with
uncertainty and nonlinear problems, providing a new solution
to solve the performance optimization problem of blockchain
in IIoT.

IIoT systems integrating blockchain and data aggregators
have high-dynamic and large-dimensional characteristics and
suffer from the joint optimization objective problem. There-
fore, the state space represented is large and complex in
dimension, and it is impossible to explore each state and obtain
the action-state values under each policy. Fortunately, DRL
based on deep neural networks can obtain low-dimensional
features from large-dimensional data by adjusting the network
parameters [52], and at the same time, use the approximate
action-state function to get the action-state values, which
allows the agent to output the approximate Q-values of all
the possible actions after inputting the state features obtained
from observation into the DNN.
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Traditional DQN has instability in the training process,
which may lead to poor or failed training results. DDQN com-
pletely inherits the advantages of DQN, and at the same time,
it can solve the problem of over-estimation of Q-value in the
training process and improve training efficiency and stability.
Therefore, we use the DDQN method [53] to optimize long-
term rewards. The learning process uses two sets of weights 6
and 0. The former is used for online learning, with a small
batch of data randomly sampled from the experience replay
queue D as input. The latter is periodically updated to the
weights of corresponding terms that change more frequently,
where 160 steps are used as the update period. This detailed
process is shown in Algorithm 1.

Algorithm 1 DDQN-Based Performance Optimization Algo-
rithm for Blockchain-Enabled IIoT
1: Initialization:
2: Initialize the system state S(*);
3: Initialize the action network of Q(S, 4,0) with weights
and biases 0;
4: Initialize the target network of @~ (.S, A, 07) with weights
and biases 6~ ;
5: Initialize replay memory M with the P;
6: Input maximum training episode E, maximum training
step S
7: Initialize the greedy coefficient e.
8: DDQN Learning Process:

9: for each training episode =1, ... ,E do

10.  for each training step =1, ..., S do

11: Select a random probability ¢;

12: if 0 < € then

13: Select a random action

14: else

15: A(t) = argmaxy Q(S(t), A(t),0)

16: end if

17: Decrease ¢;

18: Execute action A(t) to adjust parameters, and observe

reward R(t) and proceed to next state S(t + 1);
19: Store the experience [S(t), A(t), R(t), S(t + 1)] into
the replay memory M;

20: Random Sample a mini-batch M ™ of state transition
[S(4), A(7), R(i), S(i + 1)] from the replay memory
M

21: Calculate the target (@~ value from the
target @ network: y(t)PPXN = g 4
PQ(St+1,argmax 4 Q(Sey1, Ar;0);07).

22: Update target network by performing the gradient

descent of loss function for every G step: L(f) =
2
(y(t)DDQN - Q(Sthﬁ ‘9)) .
23:  end for
24: end for

The training process of DDQN is shown in Fig. 3, where
the DDQN action network is Multi-Layer Perceptron. The
MLP consists of an input layer, a hidden layer, and an output
layer; the different layers are fully connected. In implementing
blockchain performance optimization with the DQN algorithm,
deep neural networks are needed to extract information from

the system state volume to fit the RL gains. Through hidden
layers, MLP can obtain state information from inputs with
long-term and short-term impacts on the outputs.

The DDQN training process consists of two main parts:
a deep neural network and an online deep Q-network. The
former approximates the action value function to evaluate
the action, and the latter dynamically updates the network
parameters and accomplishes the policy selection. The DDQN
lets the agent interact with the environment, continuously learn
the policy selection from experience, and finally obtain the
optimal policy based on the value function. Specifically, at
each decision moment, the agent obtains system state infor-
mation through the simulation environment and then selects
and executes an action consisting of block size and interval.
Finally, the agent receives a short-time reward and updates the
system environment to the next state. That is, the environment
gives an initial state s;, and then the action network outputs
an action a; based on the state of the environment and feeds
it back to the environment, which returns the corresponding
short-term reward r, and the next state s,;; based on the
action. The agent repeats this process, interacting with the
environment continuously, and ends at the termination state.

To learn the best action for a particular state, some random
exploration actions are first taken. All the experiences gener-
ated by exploration, including states, actions taken, rewards
obtained and new states, are stored in the experience replay
cache. As shown in Fig. 3, the DDQN inputs a certain amount
of randomly sampled data from the experience cache into the
action network through the small batch sampling of explo-
ration strategy pairs from the simulation environment, which
avoids the correlation of experience due to the temporal order
and is conducive to the enhancement of the agent’s exploration
capability. The action network generates the approximate
value Q(S, A, ), minimizes the DDQN loss through the loss
function, continuously adjusts the weights and bias values in
the action network, and updates the parameters of the target
network at every G-steps. The temporary preservation of the
network parameters through the target network reduces the
correlation between the approximate () value of the action
network and the target () value, making the training process
more stable. Finally, the action network selects the action
values to be fed back to the environment. The Q-network is
trained by minimizing the loss function given by

L(0) = (y()*°® - Q(S,, A;6)) .
The target for use by DDQN is
y(t)PP™ = ry + pQ(Si11, argmax 4 Q(Sit1, Ay; 0);67).
(13)

Differentiating the loss function with respect to the weights
we arrive at the following gradient

AgL(0) =2 (y(t)°PN — Q(Sy, Ar; 0)) -
(Doy(t)PPN — AgQ(Ss, As; 0))

a7)

19)

We optimize the loss function by stochastic gradient descent
(SGD).

The specific details of the action network are shown in Fig.
4. In DDQN, we use an action network and a target network
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Fig. 3. DDQN training architecture diagram.

with the same structure. Both networks consist of an input
layer, two densely connected hidden layers, and an output
layer, where each hidden layer contains 32 neurons. To scale
the output of the hidden neuron layers before computing the
activation function and to reduce undesirable effects of the
training process, such as gradient vanishing and gradient ex-
plosion, we add a batch normalization layer after each hidden
layer. The output of the action network is an approximation
of the Q-value of each available action.
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Fig. 4. Action network architecture.

VI. EXPERIMENT RESULTS AND ANALYSIS

In this section, we first introduce the simulation environment
and parameters. The simulation experiments are conducted
using the proposed method, and the results are analyzed and
discussed. Additionally, the qualitative analysis through some
key features and related work is summarized as shown in Table
Iv.

To evaluate the validity of the proposed approach, we
consider the following RL-based and non-DRL schemes.

1) Our Work: Using the method proposed in this paper.

2) Q-learning-based Scheme [54]: The problem is optimized

using Q-learning methods.

3) DQN-based Scheme [55]: Optimize the proposed problem

by DQN.

4) Our Schemes Without Block Size Adjustment: The size of

the generated blocks is fixed.

Q(S,a1,0)

Q(S,an,0)

10

5) Our Schemes Without Adjusting Block Interval: The in-
terval for generating blocks is unchanged.
6) Static Scheme: No adjustments or selections are adopted.

A. Simulation Parameters

We use a workstation with hardware configuration of Intel
Core i7-10700 2.90GHz CPU and NVIDIA GeForce RTX
2060 GPU to complete the experiments. The IDE for the
experiments is Pycharm, the programming language version is
Python 3.8, and the deep neural network included in the DRL-
based framework is implemented using TensorFlow 2.4.1.
Python and the framework are widely used for deploying
experimental environments and deep learning algorithms. We
consider the experimental scenario with a blockchain system
with 20 nodes and 6 aggregators. The parameter settings used
in the simulation are summarized in Table II.

TABLE I
SIMULATION PARAMETERS SETTINGS
Symbols | Parameters Value
n The number of nodes 20
c Number of subsystems and aggrega- 6
tors
Tsize Average transaction size 200B
Bsize Maximum block size 10MB
71 Maximum block interval 10s
Cs Aggregator computational power 1-20GHz
Data transfer rate between the aggre-
Sen gator and the blockchain system %fyer 10-100Mbps
o The computing cost for verifying sig- 5 MHz
natures
The computing cost for generat-
B ing/verifyiEg M%\Cs ¢ ! MHz
¢ The number of block intervals required 6
for a new block to be verified
€ The greedy coefficient 0.8
P Replay memory size 3600
M~ Sample mini-batch 128
E Maximum training episode 6000
S Maximum training step 160

Meanwhile, we also study the impact of the number of
layers of the action network and the activation function on
the reward and running time of the proposed model in deep
Q-networks. Table III lists the relevant parameter settings.

TABLE III
MODEL PARAMETERS SETTING
Parameter Setting
No.layers {2,4,6,8}
Activation {ReLU, tanh, Mix(ReLU & tanh)}
Learning rate 0.0001
Optimizer Adam

B. Analysis of Convergence

We provide a portion of the experimental result plots to
analyze the convergence performance of the proposed and
baseline schemes. Fig. 5 illustrates the convergence of the
proposed scheme at 10,000 episodes with different learning
rates. When the learning rate is a moderate 1e~*, the conver-
gence rate is moderate while ensuring that better strategies are
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learned and better rewards are obtained. Therefore, we choose
le~* as the fixed learning rate in the simulation experiments.
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Fig. 5. Convergence performance of different learning rates.

Fig. 6 shows the convergence performance of our scheme
compared to different baseline schemes. Compared to the
other two DRL-based baselines, our proposed scheme achieves
higher total rewards while maintaining a more stable conver-
gence performance. Q-learning-based schemes are ineffective
in exploring and evaluating policies in IloT scenarios, as
the limited and incomplete nature of exploration prevents the
model from learning better policies. DQN and DDQN use deep
neural networks to estimate Q-values, enabling them to han-
dle large-dimensional state spaces. However, the DQN-based
scheme requires more time in the early stages of exploration
and suffers from the problem of overestimation. DDQN, on
the other hand, uses a target network to evaluate the Q-value
of the next state when selecting an action, minimizing the
overestimation issue. Therefore, DDQN outperforms DQN in
addressing the overestimation problem and improving stability,
and it surpasses Q-learning in handling large-dimensional
problems and enabling effective exploration.
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Fig. 6. Convergence performance of different schemes.
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Fig. 7. Total rewards under different schemes.

Fig. 7 illustrates the convergence performance of our pro-
posed DDQN-based performance optimization method under
different scenarios. As shown in the figure, the total reward
value is low at the beginning of the learning process. However,
as the number of episodes increases, the reward value rises
and stabilizes after approximately 3,000 episodes, indicating
that our proposed scheme has good convergence performance.
Additionally, we observe that the proposed scheme achieves
higher throughput than the other two schemes, demonstrating
its advantage. Both the fixed block size scheme and the
fixed block interval scheme have some impact on system
performance.

C. Performance Analysis

We compare the proposed scheme with the baselines of
limiting block size, limiting block spacing, and the static
scheme. Fig. 8 and Fig. 9 illustrate the system throughput
of the proposed scheme compared to the baseline approaches
under different parameters.

Fig. 8 shows the effect of different block size parameters
on throughput. We find that as the block size increases, the
throughput of all three schemes except the fixed block size
scheme gradually increases. However, the throughput does
not keep rising as the block size increases because the block
spacing limits the maximum number of transactions in each
block.

As shown in Fig. 9, the transaction throughput of all
schemes increases as the block interval increases. Compared
to the other three baseline schemes, our scheme achieves
the highest throughput, followed by the fixed block size
scheme, the fixed block spacing scheme, and the static scheme.
The fixed block size scheme outperforms the fixed block
interval scheme in terms of throughput; this is because, with
fixed block size, the system can adjust the block interval
to increase transaction throughput, whereas the fixed block
interval scheme cannot generate more blocks within a short
period. However, it can still increase transaction throughput by
adjusting the block size. The static scheme performs the worst
among the four, validating the effectiveness of our proposed
DDQN-based scheme. Meanwhile, changing the block interval
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to optimize blockchain performance is more effective than
adjusting the block size.
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In Fig. 10, we investigate the impact of the average compu-
tational resources of the aggregator on the system latency. As
with the general common sense results, the system latency of
all four schemes shows a decreasing trend as the computational
resources of the data aggregator increase. An interesting
observation is that the fixed-block-size scheme has lower
latency than the fixed-block-spacing scheme, and a plausible
explanation is that the fixed-block-size scheme reduces the
system waiting time by adjusting the block spacing. Our pro-
posed scheme obtains a lower average latency than the other
three baseline schemes, again validating the effectiveness of
our proposed DDQN-based approach to optimize blockchain
performance.

The results of the experiments with different average trans-
action sizes are shown in Fig. 11. From the figure, we can
observe that the rewards of all the schemes decrease as the
average transaction size increases. This is because as the aver-
age transaction size increases, the number of transactions that
can be recorded within a block keeps decreasing. Moreover,
we can find that as the average transaction size varies, our
proposed scheme gets the highest reward, followed by the fixed
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Fig. 10. The latency versus average computational resources of aggregator.

block size scheme and the fixed block spacing scheme, with
the static scheme performing the worst.
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D. Network Structure Analysis

Fig. 12 shows the convergence of the proposed scheme over
2000 episodes with different numbers of layers and activation
units. We selected tanh, ReLU, and a mixture of both as
nonlinear activation units, combined with varying numbers of
layers, to explore optimal configurations.

A comprehensive analysis concluded that the model’s con-
vergence gradually accelerates as the number of hidden layers
increases. However, more layers do not always lead to better
performance. Specifically, when the number of layers reaches
8, we observe that the fluctuation in total rewards becomes
more pronounced compared to other configurations. The op-
timal convergence is achieved with six layers. Regarding ac-
tivation units, different nonlinear activation functions perform
differently depending on the layer configuration.

Fig. 13 shows the scheme’s average reward for 2000
episodes of different layers and activation units. In the three
activation unit modes, the average reward increased with the
number of layers, but decreases when the number of layers
reaches 8. When the activation unit selects Mix mode, the
average reward value is the best performance of the three.
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Fig. 14 gives the time complexity analysis of the proposed
scheme at 2000 episodes with the different number of layers
and activation units. From the study, it can be concluded that
the training time increases with the number of layers. The type
of activation unit has little effect on the complexity of model
construction. However, there is still a difference in the time
spent by different activation units, and overall, the Mix model
takes more time than the other two models because the Mix
model combines the computational complexity of ReLU and
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Fig. 14. The time complexity for training. The training time increases with
additional layers. The type of activation units shows little impact on the
complexity of model training.

tanh. An interesting observation is that when the number of
layers is small, the ReLU mode requires less training time
than tanh and Mix due to its lower computational complexity,
as it avoids exponential operations. However, as the number
of layers increases, the training time for ReLU also increases,
eventually surpassing that of the Mix mode.

To fully demonstrate the innovation and effectiveness of
RLChain, we compare it with other related works. Table IV
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provides a qualitative comparison between existing blockchain
performance optimization efforts and our proposed scheme.
The table highlights the strengths and limitations of each work
based on several key features.

Through the comparison, we find that our scheme and most
of the existing work employ Deep Reinforcement Learning
(DRL) methods (C7), which are crucial for solving complex
decision-making problems in blockchain systems. There are
three pieces of work that consider scalability, latency, and
security together in performance optimization, but most of
the research, comprising nine studies, focuses on only one
or two of these factors. Scalability (C2) remains a significant
challenge in blockchain systems. Our scheme, like [25] and
[26], effectively addresses the scalability issue. This feature
is critical to ensure that blockchain networks do not experi-
ence performance degradation as the number of transactions
and participants increases. Latency and completion time (C'3)
are important metrics for evaluating the responsiveness of a
blockchain system. Our scheme with [25] and [32], among
other works, focuses on reducing latency, which is critical
for real-time applications. While much of the existing work
prioritizes security, there is also work such as [31] and [56],
where security is either not fully addressed or remains unclear.
Our scheme ensures security during blockchain operation. One
of the significant advantages of our scheme is the ability to
support aggregator integration (C5) and perform deep neural
network (DNN) parameter analysis (Cg), which most of the
existing work fails to address. These capabilities are essential
to optimize the performance of DRL models and ensure
efficient processing in large-scale blockchain networks. The
comparison with related work effectively demonstrates the
innovation, effectiveness, and scalability of RLChain.

TABLE IV
THE COMPARISON OF THE EXISTING WORKS AND OUR SCHEME

E. Case Study

In recent years, energy transactions between smart IoT
devices (e.g., smart meters, new energy vehicles, etc.) and the
energy internet have been facilitated due to the development
of IIoT. The number of participants in energy transactions
has been increasing, and the forms of transactions have been
diversified [57]. Energy trading is an important part of the IIoT,
and blockchain, as a distributed public ledger technology, has
been widely used in designing new energy trading schemes
[58]. Blockchain-based energy trading applications encourage
market members to trade energy with each other without a
third party, leading to the emergence of energy prosumers
(producers and consumers), which is of great significance for
maintaining grid stability.

However, as the number of blockchain nodes participating
in the market increases, it will affect the stability and reliability
of the system, which can lead to a decrease in transaction per-
formance and poor system scalability. Therefore, we consider
a blockchain-based peer-to-peer electricity trading scenario
to evaluate the effectiveness of our proposed approach. We
use data from a real P2P power transaction dataset [59] in
Western Australia as transaction information to evaluate the
efficiency of the proposed scheme to optimize the performance
of blockchain in an energy IoT scenario. We conduct simu-
lation experiments on the power transaction dataset using the
transaction arrival rate to measure the number of transactions.

The experimental results are shown in Fig. 15. We com-
pare and analyze the performance of blockchain transaction
processing based on electricity transaction data from January
2023 for both the conventional static mode and our proposed
dynamic adjustment approach. Our proposed scheme adjusts
the blockchain block size and generation time with the ac-
tual transaction arrival rate change to obtain the throughput
matching the transaction arrival rate, which is impossible with
the static scheme. The experimental results show that our
proposed approach can effectively optimize the performance

Works C1 | Cy | C3 Cy | Cs | Cg of the blockchain to meet the demands of power trading.
25,2009 | v | v | v v/ X | x
26,2020 | v | v | NA | v X | x
31,2 | v | v | v | Nna| x| x 30
212021 | v | v | v | v | x| x 2l O iaiiniiainy
@,222 | v | x| v | v | x| x g g
561,202 | v | x | v | NnA| x| x £ 275 K
[22],2023 | X v v/ v X X g 2.50r ““‘
[28]’ 2023 v X v N/A X X 2.25 "," —&— Actual transaction arrival rate

e Our proposed scheme

[33],2023 | v X X X X X 2000 A -4- Static scheme
[46],2024 | X | v | v/ | NA| X | X ;\Q\ ;@g ;\@ ;\\n, ;&“ ;&” ;ﬁ ;&q ‘@?\
49,2024 | v | v X v X | x AN G A S A A
[501,2024 | v | v | v X X | x Date

Ours v v o v | v

Note:C1: DRL-Based. Ca: Scalability. C3: Latency/TTF. C4: Security.
C5: Aggregator. Cs: DNN Network Parameter Analysis.
Note:v is ”Yes” (related to this content), X is "No” (not related to this
content), N/A is "Unknown” can not be identified).

Fig. 15. The power trading case study.

IoV is also one of the primary use cases of IloT [60]. To
further evaluate the effectiveness of our proposed approach in
different IIoT scenarios, we conduct simulation experiments
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using a real dataset from an IoV scenario to assess the effec-
tiveness of blockchain performance optimization. Specifically,
we simulate the IoV scenario using a dataset containing more
than 4.5 million Uber pickup records in New York City from
April to September 2014 [61].

In the experiment, we used daily data from September 2014
as transaction requests. The experimental results are shown in
Fig. 16, demonstrating that our proposed method can effec-
tively optimize blockchain performance in the IoV scenario.
Our proposed scheme can adjust throughput according to the
actual transaction arrival rate, whereas the static scheme cannot
adjust dynamically. A clear drawback of the static scheme
is that it continues to increase throughput even as the actual
transaction arrival rate decreases.

F. Take-away Key Points

1) Adaptability Advantage from Dynamic Adjustment:
Through extensive experiments, we verify that the
proposed DDQN framework significantly improves
blockchain throughput and reduces latency in IIoT sce-
narios. The results show that dynamically adjusting block
size and interval can better adapt to the changing trans-
action load in IIoT environments and ensure that the
blockchain system can operate efficiently under various
load conditions. Throughput improves as block size and
interval increase, but a block size too large is limited
by block interval and cannot sustainably improve system
performance.

2) Effective Application of Deep Reinforcement Learning:
By adopting the DDQN approach, we successfully mit-
igate the problem of overestimating the Q-value in the
traditional DQN model. Experimental validation shows
that this improvement improves the stability and relia-
bility of the optimization. Compared to DQN and Q-
learning, DDQN performs better in dealing with the Q-
value overestimation problem, improving model stability,
coping with large dimensionality problems, and exploring
efficiency.

3) Impact of Network Structure on Model Performance: A
reasonable configuration of the DNN structure can sig-
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nificantly enhance the performance of the DDQN model.
Increasing the number of hidden layers can accelerate
the model’s convergence speed, but too many layers
may cause increased fluctuations in the reward value. A
mixed activation function yields the best average reward
performance but also increases the training complexity.

4) Applicable to Multiple IloT Application Scenarios:.
Through the experimental validation of datasets in real-
world power transactions and IoV scenarios, our scheme
can dynamically adjust the block size and generation
time based on the actual transaction arrival rate. This
adjustment enables the system to achieve throughput
that aligns with the transaction load, demonstrating its
broad applicability across multiple IIoT applications. This
dynamic adjustment capability significantly outperforms
traditional static models. A notable drawback of the static
scheme is that the throughput continues to increase even
when the actual transaction arrival rate decreases, leading
to a mismatch with the actual demand.

VII. CONCLUSIONS AND FUTURE WORK

Currently, blockchain integration in the IIoT faces per-
formance optimization issues. In this paper, we address the
performance optimization challenges of blockchain in IIoT
systems, where high dynamics and large-scale data introduce
complexity. We propose a framework that improves blockchain
throughput while maintaining system security. By modelling
the joint optimization problem as an MDP, we apply a DRL
approach and use DDQN to mitigate overestimation issues,
optimizing long-term rewards. We also explore the impact
of network layers and activation functions on performance.
Case studies using real-world power trading and IoV data
demonstrate that our scheme outperforms benchmark methods
in convergence and effectiveness.

Nevertheless, certain challenges remain unresolved. One
key challenge is ensuring that the performance of blockchain
systems in IIoT environments remains stable across various
conditions and use cases. For future work, we will focus on
performance-tuning recommendations for blockchain in IIoT
systems, considering the need for stability and minimal param-
eter adjustments. We plan to use deep learning for monitoring
performance trends and time-series prediction to anticipate
future performance needs. Additionally, we aim to address
the challenge of limited performance data by integrating large
language models for data generation, improving the accuracy
and generalization of our predictions.
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